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 What is Multi-modal?
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 What is Asynchronous?
 Synchronous V.S. Asynchronous?
 Synchronous: images are paired with text

descriptions, videos are paired with subtitles, …

Movie Summarization [Evangelopoulos et al. TMM 2013]
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 What is Asynchronous?
 Asynchronous

Ebola

Twenty-four MSF doctors, 

nurses, 
logistic

ians 
and 

hygiene and sanitation experts 

are already in the country, 

while additional staff 
will 

strengthen the team in the 

coming days. W
ith the help of 

the local community, MSF’s

emergency 

teams 

focus 
on 

searching. The 
decease’s 

symptoms 

include severe fever and 

muscle 
pain, 

weakness, 

vomiting and diarrhea.Afterwards, 
organs 

shut 

down, causing 

unstoppable 

bleeding. The spread of the 

illness is said to be through 

traveling mourners. 

Ebola a serious
disease that
spreads rapidly
through direct
contact with
infected people.
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 Model overview
 Modalities

Twenty-four MSF doctors, 
nurses, logisticians and 
hygiene and sanitation experts 
are already in the country, 
while additional staff will 
strengthen the team in the 
coming days. With the help of 
the local community, MSF’s

emergency 
teams 
focus on 
searching.

Text

Vision

Audio
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 Model overview
 Bridge the semantic gaps between multi-modal content.

Twenty-four MSF doctors, 
nurses, logisticians and 
hygiene and sanitation experts 
are already in the country, 
while additional staff will 
strengthen the team in the 
coming days. With the help of 
the local community, MSF’s

emergency 
teams 
focus on 
searching.

Text Audio
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 Model overview
 Bridge the semantic gaps between multi-modal content.

Twenty-four MSF doctors, 
nurses, logisticians and 
hygiene and sanitation experts 
are already in the country, 
while additional staff will 
strengthen the team in the 
coming days. With the help of 
the local community, MSF’s

emergency 
teams 
focus on 
searching.

Text Audio

ASR

How to get 
rid of ASR 

errors?
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 Model overview
 Bridge the semantic gaps between multi-modal content.

Twenty-four MSF doctors, 
nurses, logisticians and 
hygiene and sanitation experts 
are already in the country, 
while additional staff will 
strengthen the team in the 
coming days. With the help of 
the local community, MSF’s

emergency 
teams 
focus on 
searching.

Text Audio

Indicator 
for salience?
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 Model overview
 Bridge the semantic gaps between multi-modal content.

Twenty-four MSF doctors, 
nurses, logisticians and 
hygiene and sanitation experts 
are already in the country, 
while additional staff will 
strengthen the team in the 
coming days. With the help of 
the local community, MSF’s

emergency 
teams 
focus on 
searching.

Text Vision
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 Model overview
 Bridge the semantic gaps between multi-modal content.
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 Model overview
 Bridge the semantic gaps between multi-modal content.

Twenty-four MSF doctors, 
nurses, logisticians and 
hygiene and sanitation experts 
are already in the country, 
while additional staff will 
strengthen the team in the 
coming days. With the help of 
the local community, MSF’s

emergency 
teams 
focus on 
searching. Shot 1

Shot 3

Shot 2

Key-frames 
of the video

Images in
the document
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 Model overview
 Bridge the semantic gaps between multi-modal content.

Doctors and nurses fight
against the deadly Ebola
outbreak in Guinea .

Medicins Sans Frontieres (MSF)
launched an emergency medical
intervention in the West African.

Emergency teams
focus on searching .

There is no cure for the virus,
and no vaccine which can
protect against it.

New drug
therapies
are being
evaluated.
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 Model overview
 Document summarization: salience, non-redundancy

 For our task: readability, coverage for the visual

information

 Readability: get rid of the errors introduced by ASR.

 Visual information: indicator for event highlights
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 Salience for Text (Including document sentences

and speech transcriptions)
 LexRank algorithm

LexRank [Erkan and Radev JAIR 2004]
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 Salience for Text
 LexRank algorithm with guidance strategies

 Readability guidance strategy: speech transcriptions

recommend the corresponding document sentences

 Audio Guidance Strategies: Some audio features can indicate

salience or readability, including audio power and audio

magnitude and acoustic confidence
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 Salience for Text
 LexRank algorithm with guidance strategies

Document 
sentences

Speech 
transcriptions 

e1

e2 e3

v1 v2

v3 v4 v5

Mr. Putin insisted that 
Russia was a peace-
loving nation .

The prison insisted that 
Russia was a peace 
living country. 

Audio 
features
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 Coverage for Visual

TextImage

CNN Fisher Vector
Match Text-image matching model 

[Wang et al., CVPR 2016]
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 Coverage for Visual

>>A man in a tan jacket
at the gas station
pumping gas .
>>A man dressed in tan
pumps gas .

Flickr30K and COCO Dataset

>>Whole streets and
squares in the capital of
more than 1 million
people were covered in
rubble .

Our Dataset
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 Objective Functions
 Salience for Text

 Coverage for Visual

 Considering all the modalities

length ratio between
the shot pi belonging
to and the whole video.

1: pi is covered by
the summary;
0: pi is not covered
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 Dataset
 50 news topics in the most recent five years, 25 in 

English and 25 in Chinese. 
 20 topics for each language as a test set, 5 as a 

development set. 
 20 documents and 5-10 videos for each topic.
 3 hand-annotated reference summaries for each topic.
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 Dataset
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 Comparative Methods
 Text only
 Text + audio
 Text + audio + guide
 Image caption
 Image caption match
 Image alignment
 Image match
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 Experimental Results

Table 3: Experimental results (F-score) for English.
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 Experimental Results

Table 4: Experimental results (F-score) for Chinese.
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 Experimental Results

Table 5: Manual summary quality evaluation. “Read” denotes 
“Readability” and “Inform” denotes “informativeness”.



Experiments

30

 Experimental Results

Figure 2: An example of generated summary for the news topic “India train derailment”.
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 Conclusion
 We addresses an asynchronous MMS task,

namely, how to use related text, audio and video
information to generate a textual summary.

 We design guidance strategies to selectively use
the transcription of audio leading to more
readable and informative summaries.

 We investigate various approaches to identify
the relevance between the image and texts, and
find that the image match model performs best.
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 Future Works
 Make a distinction between document sentences

and speech transcriptions.
 Explore more correlations between text and

vision.
 Enlarge our dataset, specifically to collect more

videos.
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